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SYSTEMS AND METHODS FOR
PREVIEWING NEWLY CAPTURED IMAGE
CONTENT AND REVIEWING PREVIOUSLY
STORED IMAGE CONTENT

FIELD OF THE INVENTION

This can relate to systems and methods for capturing and
storing images and, more particularly, to systems and meth-
ods for previewing newly captured image content and review-
ing previously stored image content using an electronic
device.

BACKGROUND OF THE DISCLOSURE

Many electronic devices include the ability to capture
images. In particular, many cellular telephones, personal
digital assistants, and other portable electronic devices
include the functionality of still-image and/or video cameras.
Using a camera lens, such an electronic device captures light
and stores one or more images as desired by the user. Often,
the electronic device displays a “live” preview of the images
being captured by the lens in order to help the user appropri-
ately orientate the lens with respect to the desired target. Once
a user selects a captured image to be stored, the electronic
device traditionally stores the image and displays the stored
image in order to permit the user to view what he or she has
successfully recorded. However, due to processing limita-
tions, display limitations, and other limitations of such elec-
tronic devices, a user must toggle between a preview mode of
the electronic device that displays the live preview of the
images currently being captured and a review mode of the
electronic device that displays one or more previously cap-
tured and stored images.

SUMMARY OF THE DISCLOSURE

Systems and methods for previewing newly captured
image content and reviewing previously stored image content
using an electronic device are provided.

For example, in some embodiments, there is provided an
electronic device that may include a display screen, a camera,
and processing circuitry. The camera may be configured to
capture image content, and the processing circuitry may be
configured to store first image content captured by the cam-
era, generate a first representation of the first image content,
and simultaneously display the first representation and a live
preview ofthe image content being captured by the camera on
the display screen. In some embodiments, the first image
content may include a first plurality of consecutive video
frame images. In other embodiments, the first image content
may include a first individual distinct image.

In some embodiments, the first representation may be a
condensed version of the first image content, such as a thumb-
nail. In some embodiments, the processing circuitry may also
be configured to store second image content captured by the
camera, and generate a second representation of the second
image content. In some embodiments, the processing cir-
cuitry may be further configured to replace the first represen-
tation with the second representation on the display screen.
While, in other embodiments, the processing circuitry may be
further configured to simultaneously display the first repre-
sentation on a first portion of the display screen, the image
content most recently captured by the camera on a second
portion of the display screen, and the second representation
on a third portion of the display screen.
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2
BRIEF DESCRIPTION OF THE DRAWINGS

The above and other aspects of the invention, its nature, and
various features will become more apparent upon consider-
ation of the following detailed description, taken in conjunc-
tion with the accompanying drawings, in which like reference
characters refer to like parts throughout, and in which:

FIG. 1 is a schematic view of an illustrative electronic
device in accordance with some embodiments of the inven-
tion;

FIGS. 2A and 2B are elevated front and back views of an
illustrative electronic device with an interface at a first stage
in accordance with some embodiments of the invention;

FIG. 3 is a front view, similar to FIG. 2A, of the electronic
device of FIGS. 2A and 2B, with the interface at a second
stage in accordance with some embodiments of the invention;
and

FIG. 4 is a flowchart of an illustrative process for display-
ing image content in accordance with some embodiments of
the invention.

DETAILED DESCRIPTION OF THE
DISCLOSURE

Systems and methods for previewing newly captured
image content and reviewing previously stored image content
using an electronic device are provided and described with
reference to FIGS. 1-4.

An electronic device may be operative to capture images of
auser’s surroundings. For example, an electronic device may
include an optical or digital lens operative to capture light
reflected by the user’s environment. The electronic device
may be operative to store particular images captured by the
lens for playback (e.g., to print or to send electronically for
others to view). The electronic device may store images at any
suitable time, including, for example, in response to receiving
a user instruction (e.g., in response to a user providing an
input using an input interface of the device), after a delay
(e.g., when a timer has been activated), or automatically (e.g.,
at a particular moment in time or when the electronic device
detects a particular movement).

Before the electronic device stores captured image content,
such as an individual distinct image or consecutive video
frame images, the electronic device may provide the user with
a preview of the most recently captured image. In particular,
the electronic device may be configured to provide a repre-
sentation of the image captured by the lens at each moment in
time on a display screen of the electronic device (i.e., a “live”
view or stream of what is currently being captured). To enable
the user to easily aim the lens, preview a captured image, and
provide an instruction to store the image without requiring
extensive movement of the device, the display screen may be
positioned on a side of the device opposite the side of the
device exposing the lens. For example, the electronic device
may include one or both of a display screen and a viewfinder
on a side of the device opposite the side of the lens. In other
embodiments, the display screen and the lens may be on the
same side or adjacent sides of the electronic device.

The electronic device may store image content at any suit-
able time. In some embodiments, the electronic device may
store image content only in response to receiving a corre-
sponding user input instruction. For example, the electronic
device may include a touch-screen, and the electronic device
can be configured to allow any contact of one or more certain
regions of the touch-screen to constitute an instruction to
store captured image content. In other embodiments, the elec-
tronic device may store image content in response to various
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other suitable events, such as, for example, when a period of
time elapses, or when a captured image content is determined
to include a certain color or object.

Once the electronic device has stored captured image con-
tent, the electronic device may provide the user with a review
of the stored image content. For example, the electronic
device may be configured to provide a representation of the
image content most recently stored by the device on the
display screen of the electronic device. To enable the user to
easily review the stored image content while also being able
to preview the most recently captured image, the electronic
device may be configured to display both images simulta-
neously on the display screen. The device may be configured
to display previously stored content in various ways with
respect to the most recently captured content.

FIG. 1 is a schematic view of an illustrative electronic
device 100 for providing preview and review of images to a
user. In some embodiments, electronic device 100 may per-
form a single function (e.g., a device dedicated to storing
image content) and, in other embodiments, electronic devices
100 may perform multiple functions (e.g., a device that stores
image content, plays music, and receives and transmits tele-
phone calls). Moreover, in some embodiments, electronic
device 100 may be any portable, mobile, or hand-held elec-
tronic device configured to provide preview and review of
images to a user simultaneously wherever the user travels.
Alternatively, electronic device 100 may not be portable at all,
but may instead be generally stationary. Electronic device 100
may include any suitable type of electronic device operative
to capture images and display them to a user. For example,
electronic device 100 may include a media player (e.g., an
iPod™ available by Apple Inc. of Cupertino, Calif.), a cellular
telephone (e.g., an iPhone™ available by Apple Inc.), a per-
sonal e-mail or messaging device (e.g., a Blackberry™ avail -
able by Research In Motion Limited of Waterloo, Ontario),
any other wireless communication device, a pocket-sized per-
sonal computer, a personal digital assistant (“PDA”), a laptop
computer, a desktop computer, a music recorder, a still cam-
era, a movie or video camera or recorder, a radio, medical
equipment, any other suitable type of electronic device, and
any combinations thereof.

Electronic device 100 may include a processor or control
circuitry 102, memory 104, communications circuitry 106,
power supply 108, input component 110, image display 112,
and camera lens 114. Electronic device 100 may also include
abus 103 that may provide a data transfer path for transferring
data, to, from, or between various other components of device
100. In some embodiments, one or more components of elec-
tronic device 100 may be combined or omitted. Moreover,
electronic device 100 may include other components not
combined or included in FIG. 1. For example, electronic
device 100 may include motion detection circuitry, light sens-
ing circuitry, positioning circuitry, or several instances of the
components shown in FIG. 1. For the sake of simplicity, only
one of each of the components is shown in FIG. 1.

Memory 104 may include one or more storage mediums,
including for example, a hard-drive, flash memory, perma-
nent memory such as read-only memory (“ROM”), semi-
permanent memory such as random access memory
(“RAM”), any other suitable type of storage component, or
any combination thereof. Memory 104 may include cache
memory, which may be one or more different types of
memory used for temporarily storing data for electronic
device applications. Memory 104 may store media data (e.g.,
music, image, and video files), software (e.g., for implement-
ing functions on device 100), firmware, preference informa-
tion (e.g., media playback preferences), lifestyle information
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(e.g., food preferences), exercise information (e.g., informa-
tion obtained by exercise monitoring equipment), transaction
information (e.g., information such as credit card informa-
tion), wireless connection information (e.g., information that
may enable device 100 to establish a wireless connection),
subscription information (e.g., information that keeps track
of podcasts or television shows or other media a user sub-
scribes t0), contact information (e.g., telephone numbers and
e-mail addresses), calendar information, any other suitable
data, or any combination thereof.

Communications circuitry 106 may be provided to allow
device 100 to communicate with one or more other electronic
devices or servers using any suitable communications proto-
col. For example, communications circuitry 106 may support
Wi-Fi (e.g., an 802.11 protocol), Ethernet, Bluetooth™, high
frequency systems (e.g., 900 MHz, 2.4 GHz, and 5.6 GHz
communication systems), infrared, transmission control pro-
tocol/internet protocol (“TCP/IP”) (e.g., any of the protocols
used in each of the TCP/IP layers), hypertext transfer protocol
(“HTTP”), BitTorrent™, file transfer protocol (“FTP”), real-
time transport protocol (“RTP”), real-time streaming proto-
col (“RTSP”), secure shell protocol (“SSH”), any other com-
munications protocol, or any combination thereof.
Communications circuitry 106 may also include circuitry that
can enable device 100 to be electrically coupled to another
device (e.g., a computer or an accessory device) and commu-
nicate with that other device, either wirelessly or via a wired
connection.

Power supply 108 may provide power to the components of
device 100. In some embodiments, power supply 108 can be
coupled to a power grid (e.g., when device 100 is not a
portable device, such as a desktop computer). In some
embodiments, power supply 108 can include one or more
batteries for providing power (e.g., when device 100 is a
portable device, such as a cellular telephone). As another
example, power supply 108 can be configured to generate
power from a natural source (e.g., solar power using solar
cells).

One or more input components 110 may be provided to
permit a user to interact or interface with device 100. For
example, input component 110 can take a variety of forms,
including, but not limited to, an electronic device pad, dial,
click wheel, scroll wheel, touch screen, one or more buttons
(e.g., akeyboard), mouse, joy stick, track ball, and combina-
tions thereof. For example, input component 110 may include
a multi-touch screen. Each input component 110 can be con-
figured to provide one or more dedicated control functions for
making selections or issuing commands associated with oper-
ating device 100.

Electronic device 100 may also include one or more output
components that may present information (e.g., textual,
graphical, audible, and/or tactile information) to a user of
device 100. An output component of electronic device 100
may take various forms, including, but not limited, to audio
speakers, headphones, audio line-outs, visual displays, anten-
nas, infrared ports, rumblers, vibrators, or combinations
thereof.

For example, electronic device 100 may include image
display 112 as an output component. Display 112 may
include any suitable type of display or interface for preview-
ing and reviewing images captured by camera lens 114. In
some embodiments, display 112 may include a display
embedded in device 100 or coupled to device 100 (e.g., a
removable display). Display 112 may include, for example, a
liquid crystal display (“LCD”), a light emitting diode
(“LED”) display, an organic light-emitting diode (“OLED”)
display, a surface-conduction electron-emitter display
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(“SED”), a carbon nanotube display, a nanocrystal display,
any other suitable type of display, or combination thereof.
Alternatively, display 112 can include a movable display or a
projecting system for providing a display of content on a
surface remote from electronic device 100, such as, for
example, a video projector, a head-up display, or a three-
dimensional (e.g., holographic) display. As another example,
display 112 may include a digital or mechanical viewfinder
through which a user can see the images captured by camera
lens 114. In some embodiments, display 112 may include a
viewfinder of the type found in compact digital cameras,
reflex cameras, or any other suitable still or video camera.

It should be noted that one or more input components and
one or more output components may sometimes be referred to
collectively herein as an I/O interface (e.g., input component
110 and display 112 as I/O interface 111). It should also be
noted that input component 110 and display 112 may some-
times be a single [/O component, such as a touch screen that
may receive input information through a user’s touch of a
display screen and that may also provide visual information to
a user via that same display screen.

Camera lens 114 may include any suitable lens or number
oflenses operative to capture images of the surrounding envi-
ronment of electronic device 100. For example, camera lens
114 may include any number of optical or digital lenses for
capturing light reflected by the user’s environment as an
image. The captured light may be stored as an individual
distinct image or as consecutive video frame images of a
recording (e.g., several video frames including a primary
frame and one or more subsequent frames that may indicate
the difference between the primary frame and the subsequent
frame). As used herein, the term “camera lens” may be under-
stood to mean a lens for capturing light or a lens and appro-
priate circuitry for capturing and converting captured light
into an image that can be previewed or stored by electronic
device 100 as either an individual distinct image or as one of
many consecutive video frame images.

Processor 102 of device 100 may control the operation of
many functions and other circuitry provided by device 100.
For example, processor 102 may receive input signals from
input component 110 and/or drive output signals through
display 112. Processor 102 may load a user interface program
(e.g., a program stored in memory 104 or another device or
server) to determine how instructions or data received via an
input component 110 or camera lens 114 may manipulate the
way in which information is provided to the user via an output
component (e.g., display 112). Processor 102 may associate
different metadata with the images captured by camera lens
114, including, for example, positioning information, device
movement information, a time code, a device identifier, or any
other suitable metadata. Electronic device 100 (e.g., proces-
sor 102, any circuitry of camera lens 114, or any other com-
ponent available to device 100) may be configured to capture
images with camera lens 114 at various resolutions, frequen-
cies, intensities, and various other characteristics as may be
appropriate for the capabilities and resources of device 100.

Electronic device 100 may also be provided with a housing
101 that may at least partially enclose one or more of the
components of device 100 for protecting them from debris
and other degrading forces external to device 100. In some
embodiments, one or more of the components may be pro-
vided within its own housing (e.g., input component 110 may
be an independent keyboard or mouse within its own housing
that may wirelessly or through a wire communicate with
processor 102, which may be provided within its own hous-
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FIGS. 2A and 2B respectively show front and back views
ofan illustrative electronic device 200. Electronic device 200
may include some or all of the features of electronic device
100 of FIG. 1. In particular, electronic device 200 may
include display 212 on a first side 203 of device 200 and
camera lens 214 on second side 205 of device 200. In some
embodiments, a camera lens may be provided on the same
side as or an adjacent side to display 212 (e.g., camera lens
214a may be provided on first side 203 above display 212).
When a camera mode of electronic device 200 is enabled,
device 200 may provide a preview of the image most recently
captured by lens 214 on display 212. For example, electronic
device 200 may provide a preview of the image most recently
captured by lens 214 (i.e., most recently captured image
251a) on a preview portion 221 of display 212.

In some embodiments, as mentioned above, display 212
may be atouch screen and may also act as an input component
for device 200. Therefore, display 212 may provide a record
input region on a portion of display 212. For example, when
in a camera mode, electronic device 200 may provide record
input region 241 on an auxiliary portion 223 of display 212.
The user may press or otherwise select record input region
241 of display 212 to instruct device 200 to store the captured
image currently being shown on preview portion 221 of dis-
play 212. For example, electronic device 200 may be config-
ured to store most recently captured image 251a (e.g., in
memory 104) in response to a user’s selection of record input
region 241 of display 212. In some embodiments, auxiliary
portion 223 may be a portion of display 212 that is separate
and distinct from preview portion 221 of display 212, such
that no region of auxiliary portion 223 may overlap or other-
wise interfere with the captured image being shown on pre-
view portion 221. In yet other embodiments auxiliary portion
223 and preview portion 221 may each be provided on its own
distinct display 212 of device 200.

In some embodiments, device 200 may be configured to
store either an individual distinct image or many consecutive
video frame images. For example, a first type of user selection
of record input region 241 (e.g., a single tap of region 241)
may instruct device 200 to store only the captured image
currently being shown on preview portion 221 of display 212
as anindividual distinct image. Alternatively, a second type of
user selection of record input region 241 (e.g., a double tap of
region 241) may instruct device 200 to store the captured
image currently being shown on preview portion 221 of dis-
play 212 as well as additional images to be captured by
camera lens 214 as consecutive video frame images for a
certain duration, such as until record input region 241 is
selected again. In some embodiments, record input region
241 may only be used to receive user inputs for storing indi-
vidual distinct images and display 212 may provide a second
record input region (not shown) that may only be used to
receive user inputs for storing multiple images as consecutive
video frame images. In other embodiments, electronic device
200 may include an additional input component 210, which
may be distinct from display 212, and which may be used to
receive user inputs for instructing device 200 to store one or
more images captured by camera lens 214.

Once a certain individual distinct image or certain consecu-
tive video frame images (i.e., image content) has been suc-
cessfully selected and stored, an electronic device may dis-
play areview of the stored image content in order to show the
user what has been successfully recorded. For example, after
device 200 has successfully stored certain captured image
content, device 200 may be configured to display a represen-
tation 351a of that stored image content on a review portion
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(e.g. review portion 225a and/or review portion 22556) of
display 212, as shown in FIG. 3.

To enable the user to easily review stored image content
while also being able to preview the current most recently
captured image, electronic device 200 may be configured to
display both images simultaneously on the display screen.
This may allow the user to quickly see if he or she has stored
the intended image content while also allowing the user to be
immediately primed to store new image content. This may be
useful, for example, when a user wants to rapidly take a series
of photographs. For example, as shown in FIG. 3, device 200
may provide a preview of the image most recently captured by
lens 214 (i.e., mostrecently captured image 2515) on preview
portion 221 of display 212, while also simultaneously pro-
viding a review of stored image content (i.e., representation
351a) on review portion (e.g. review portion 2254 and/or
review portion 2255) of display 212.

In some embodiments, representation 351a may provide a
review of stored image content that includes a certain indi-
vidual distinct image (e.g., a stored photograph). For
example, as shown in FIG. 3, representation 3514 may pro-
vide a review of captured image 251a of FIG. 2A. Such a
representation may be a replicated, compressed, condensed,
or otherwise altered version of the individual distinct image
that has been stored (e.g., a thumbnail of the photograph).
Device 200 may be configured to simultaneously or otherwise
store the captured image and generate a representative ver-
sion of that image to be displayed as representation 351a.

Alternatively, in some embodiments, representation 351a
may provide a review of stored image content that includes
certain consecutive video frame images (e.g., a stored movie).
Such a representation may be a replicated, compressed, con-
densed, or otherwise altered version of a single frame image
of the consecutive video frame images that has been stored
(e.g., a thumbnail of the first frame, middle frame, or last
frame of the movie). Alternatively, such a representation may
be a replicated, compressed, condensed, or otherwise altered
version of two or more of the video frame images that have
been stored. For example, the representation may be a video
collage that replays some (i.e., two or more) or all of the
stored video frame images in succession, either in a continu-
ous loop or just once. The video collage may replay in suc-
cession at least two frames that may not be consecutive
frames in the stored video image content. As another
example, the representation may be a static collage that
depicts some (i.e., two or more) or all of the stored video
frame images as a single distinct image (e.g., a photomon-
tage). Device 200 may be configured to simultaneously or
otherwise store the captured consecutive video frame images
and generate a representative version of those consecutive
video frame images to be displayed as representation 351a.

In some embodiments, review portion 225a providing rep-
resentation 351a may be separate and distinct from preview
portion 221 of display 212, such that no region of review
portion 225a may overlap or otherwise interfere with the
captured image currently being shown on preview portion
221 (i.e., most recently captured image 2515). For example,
device 200 may be configured to provide review portion 225a
within auxiliary portion 223 of display 212 (see, e.g., review
portion 225a of FIG. 3). This positioning of review portion
225a may provide a review of stored image content (i.e.,
representation 351q) that is adjacent to record input region
241.

Alternatively, device 200 may be configured to provide
review portion 2255 within preview portion 221 of display
212 (see, e.g., review portion 2256 of FIG. 3). This position-
ing of review portion 2256 may provide a review of stored
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image content (i.e., representation 351a) that is adjacent to or
that is overlapping with the captured image currently being
shown on preview portion 221 (i.e., most recently captured
image 2515b).

Electronic device 200 may be configured to continually
generate and display a representation of stored image content
forreview by a user once that content has been stored. Insome
embodiments, a representation of newly stored image content
may be displayed in place of a previously displayed repre-
sentation of stored image content. For example, once device
200 stores new image content, a representation of that new
image content may be displayed in review portion (e.g.
review portion 2254 and/or review portion 22556), and what-
ever had previously been displayed in review portion (e.g.,
review portion 225a and/or review portion 2255 with repre-
sentation 351a) may be removed from display 212. Alterna-
tively, a representation of newly stored image content may be
displayed concurrently with a representation of previously
stored image content. For example, once device 200 stores
new image content, a representation of that new image con-
tent may be displayed in review portion (e.g. review portion
2254 and/or review portion 2255), and the representation that
had previously been displayed in review portion (e.g., review
portion 225a and/or review portion 2255 with representation
351a) may instead be displayed in a second review portion
(e.g., areview portion, such as one or both of review portions
2354 and 2355 of FIG. 3).

By configuring electronic device 200 to simultaneously
display both a preview of the most recently captured image
and a review of one or more representations of previously
stored image content, a user may easily review the previously
stored image content while device 200 remains in a camera
mode that is able to immediately store new image content.
This may provide the user with a visual confirmation of the
image content he or she has previously stored while also
providing the user with the ability see and store the most
recently captured image at the same time. The visual repre-
sentation of previously stored image content may permit the
user to easily select and interact with (e.g., edit or delete) the
previously stored image content. For example, ifa user would
like to interact with certain stored image content that is rep-
resented on display 200 (e.g., content represented in one of
review portions 225a or 2255, or review portions 235a or
235b), the user may easily select that specific content (e.g., by
tapping on the particular review portion or otherwise appro-
priately manipulating an input component of device 200).
When a specific review portion of display 212 is selected,
device 200 may be configured to immediately access and
present to the user the stored image content associated with
that review portion (e.g., using the entire display screen).

Information can be displayed by electronic device 200 in
various suitable ways. As the information changes, electronic
device 200 can provide animations to assist the user in iden-
tifying newly displayed information, or to provide feedback
that an instruction was properly received and executed. In
some embodiments, a user interface can change as the content
to be displayed changes. For example, if new image content is
stored and is to be displayed as a representation for user
review simultaneously with a preview of most recently cap-
tured image content, electronic device 200 may provide two
distinct interfaces and an animation for the transition between
the two interfaces (e.g., the interface before the representation
is displayed (see, e.g., FIG. 2A) and the interface after the
representation is displayed (see, e.g., FIG. 3)). The animation
can be generated using any suitable approach, including, for
example, using a graphics engine to render some or all of the
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intermediate frames between the initial and final interfaces
(e.g., using processor 102 of FIG. 1).

To animate the change, electronic device 200 may identify
distinct regions of the interface to be changed. For example,
electronic device 200 can identify preview portion 221 and
one or more of review portions 225a, 2255, 235a, and 2355 of
display 212 that may be changed in response to new image
content being stored by a user. Electronic device 200 may
pre-render the final interface (e.g., after a representation of
the newly stored image content has been provided on display
212), and use cross-fading or other approaches to individually
define a transition between the interface presented before the
representation is shown and the interface presented with the
representation.

Electronic device 200 can define the animation using any
suitable approach. In some embodiments, electronic device
200 may first identify the distinct display regions for which
interface transitions can be defined. Electronic device 200
may identify the regions using any suitable approach, includ-
ing, for example, from metadata associated with particular
regions, or from display properties of the interface elements.
Electronic device 200 may define any suitable number of
regions distributed at any suitable position on display 212. To
animate the transition between the interfaces, electronic
device 200 may apply rotations, cross-fading, scaling, or any
other suitable transformations to generate a smooth anima-
tion between the interfaces. In some embodiments, the ani-
mation may be generated as a series of simultaneous and
overlaid animations applied to each of the identified regions.

FIG. 4 is a flowchart of an illustrative process 400 for
previewing newly captured image content and reviewing pre-
viously stored image content using an electronic device. At
step 402, the electronic device can capture image content. For
example, the electronic device can capture image content,
such as an individual distinct image or at least two consecu-
tive video frame images, using a camera lens. At step 404, the
electronic device can store a first captured image content. For
example, the electronic device may store in memory a first
image content that has been captured by a camera lens in
response to a user instruction. At step 406, the electronic
device may generate a first representation of the first captured
image content. For example, the electronic device may gen-
erate a compressed or redacted version of the first captured
image content. Next, at step 408, the electronic device may
simultaneously display the first representation of the first
captured image content and the most recently captured image
content. For example, once the electronic device has gener-
ated the first representation, the electronic device may display
the first representation on a display screen of the electronic
device to provide a user with the ability to review the previ-
ously stored image content. Moreover, the device may simul-
taneously display the image content most recently captured
by the camera lens of the electronic device to provide the user
with the ability to preview newly captured image content and
review the previously stored content at the same as time. This
process may be repeated, such that each time new image
content is stored, a representation of that new image content
may be generated and then displayed simultaneously with the
most recently captured image content.

It is understood that the steps shown in process 400 of FIG.
4 are merely illustrative and that existing steps may be modi-
fied or omitted and that additional steps may be added.

It will be apparent to those of ordinary skill in the art that
certain methods involved in the invention may be embodied in
a computer program product that includes a machine readable
and/or usable medium. For example, such a computer usable
medium may consist of a read only memory device, such as a
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10
CD ROM disk or conventional ROM device, or a random
access memory, such as a hard drive device or a computer
diskette, or flash memory device having a computer readable
program code stored thereon.

While there have been described systems and methods for
previewing newly captured image content and reviewing pre-
viously stored image content using an electronic device, it is
to be understood that many changes may be made therein
without departing from the spirit and scope of the invention.
It is also to be understood that various directional and orien-
tational terms such as “front” and “back,” “left” and “right,”
“top” and “bottom,” and the like are used herein only for
convenience, and that no fixed or absolute directional or ori-
entational limitations are intended by the use of these words.
For example, the devices of the invention can have any
desired orientation. If reoriented, different directional or ori-
entational terms may need to be used in their description, but
that will not alter their fundamental nature as within the scope
and spirit of the invention. Those skilled in the art will appre-
ciate that the invention can be practiced by other than the
described embodiments, which are presented for purposes of
illustration rather than of limitation, and the invention is
limited only by the claims which follow.

What is claimed is:

1. A method, comprising:

at an electronic device with one or more processors, a

memory, a camera, and a touch-screen display:
capturing one or more images with the camera;
storing the captured one or more images in the memory;
displaying a live preview in a predefined preview area on
the touch-screen display, wherein:
the live preview is a stream of images that are cur-
rently being captured by the camera,
the live preview has a width in the predefined preview
area on the touch-screen display, and
the live preview has a bottom edge in the predefined
preview area on the touch-screen display;
concurrently displaying with the live preview, on the
touch-screen display, a representation of a most
recently stored image in the captured one or more
images that are stored in the memory and a record
input region, wherein:
the representation of the most recently stored image
has a width on the touch-screen display that is less
than the width of the live preview,
the representation of the most recently stored image is
displayed in a predefined review area on the touch-
screen display that is separate and distinct from the
predefined preview area on the touch-screen dis-
play such that no region of the predefined review
area overlaps with the live image in the predefined
preview area, and
the predefined review area is below the bottom edge of
the live preview in the predefined preview area on
the touch-screen display;

while concurrently displaying the record input region, the

live preview in the predefined preview area and the rep-
resentation of the most recently stored image in the
predefined review area, detecting an input on the touch-
screen display;

in accordance with a determination that the input on the

touch-screen display selects the record input region,
storing a currently captured image that corresponds to
the live preview displayed in the predefined preview
area; and,

in accordance with a determination that the input on the

touch-screen display selects the predefined review area,
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replacing concurrent display of the live preview and the
representation of the most recently stored image, on the
touch-screen display, with display of the most recently
stored image.

2. The method of claim 1, wherein the representation of the
most recently stored image is a condensed, thumbnail version
of the most recently stored image.

3. The method of claim 1, wherein the touch-screen display
has a width, and the width of the live preview is equal to the
width of the touch-screen display.

4. The method of claim 1, wherein detecting an input on the
touch screen display comprises detecting a tap on the pre-
defined review area.

5. The method of claim 1, wherein the touch-screen display
has a width, and display of the most recently stored image in
accordance with the determination that the input on the touch-
screen display selects the predefined review area uses the
entire width of the touch-screen display.

6. An electronic device, comprising:

a touch-screen display;

a camera,

one or More processors;

a memory; and

one or more programs, wherein the one or more programs

are stored in the memory and configured to be executed
by the one or more processors, the one or more programs
including instructions for:
capturing one or more images with the camera;
storing the captured one or more images in the memory;
displaying a live preview in a predefined preview area on
the touch-screen display, wherein:
the live preview is a stream of images that are cur-
rently being captured by the camera,
the live preview has a width in the predefined preview
area on the touch-screen display, and
the live preview has a bottom edge in the predefined
preview area on the touch-screen display;
concurrently displaying with the live preview, on the
touch-screen display, a representation of a most
recently stored image in the captured one or more
images that are stored in the memory and a record
input region, wherein:
the representation of the most recently stored image
has a width on the touch-screen display that is less
than the width of the live preview,
the representation of the most recently stored image is
displayed in a predefined review area on the touch-
screen display that is separate and distinct from the
predefined preview area on the touch-screen dis-
play such that no region of the predefined review
area overlaps with the live image in the predefined
preview area, and
the predefined review area is below the bottom edge of
the live preview in the predefined preview area on
the touch-screen display;
while concurrently displaying the record input region,
the live preview in the predefined preview area and the
representation of the most recently stored image in the
predefined review area, detecting an input on the
touch-screen display;
in accordance with a determination that the input on the
touch-screen display selects the record input region,
storing a currently captured image that corresponds to
the live preview displayed in the predefined preview
area; and,
in accordance with a determination that the input on the
touch-screen display selects the predefined review
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area, replacing concurrent display of the live preview
and the representation of the most recently stored
image, on the touch-screen display, with display of
the most recently stored image.

7. The device of claim 6, wherein the representation of the
most recently stored image is a condensed, thumbnail version
of the most recently stored image.

8. The device of claim 6, wherein the touch-screen display
has a width, and the width of the live preview is equal to the
width of the touch-screen display.

9. The device of claim 6, wherein detecting an input on the
touch screen display comprises detecting a tap on the pre-
defined review area.

10. The device of claim 6, wherein the touch-screen display
has a width, and display of the most recently stored image in
accordance with the determination that the input on the touch-
screen display selects the predefined review area uses the
entire width of the touch-screen display.

11. A non-transitory computer readable storage medium
storing one or more programs, the one or more programs
comprising instructions, which when executed by an elec-
tronic device with one or more processors, a memory, a cam-
era, and a touch-screen display, cause the device to:

capture one or more images with the camera;

store the captured one or more images in the memory;

display a live preview in a predefined preview area on the

touch-screen display, wherein:

the live preview is a stream of images that are currently
being captured by the camera,

the live preview has a width in the predefined preview
area on the touch-screen display, and

the live preview has a bottom edge in the predefined
preview area on the touch-screen display;

concurrently display with the live preview, on the touch-

screen display, a representation of a most recently stored

image in the captured one or more images that are stored

in the memory and a record input region, wherein:

the representation of the most recently stored image has
a width on the touch-screen display that is less than
the width of the live preview,

the representation of the most recently stored image is
displayed in a predefined review area on the touch-
screen display that is separate and distinct from the
predefined preview area on the touch-screen display
such that no region of the predefined review area
overlaps with the live image in the predefined preview
area, and

the predefined review area is below the bottom edge of
the live preview in the predefined preview area on the
touch-screen display;

while concurrently displaying the record input region, the

live preview in the predefined preview area and the rep-
resentation of the most recently stored image in the
predefined review area, detect an input on the touch
screen display;

in accordance with a determination that the input on the

touch-screen display selects the record input region,
store a currently captured image that corresponds to the
live preview displayed in the predefined preview area;
and,

in accordance with a determination that the input on the

touch-screen display selects the predefined review area,
replace concurrent display of the live preview and the
representation of the most recently stored image, on the
touch-screen display, with display of the most recently
stored image.
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12. The non-transitory computer readable storage medium
of claim 11, wherein the representation of the most recently
stored image is a condensed, thumbnail version of the most
recently stored image.

13. The non-transitory computer readable storage medium
of'claim 11, wherein the touch-screen display has a width, and
the width of the live preview is equal to the width of the
touch-screen display.

14. The non-transitory computer readable storage medium
of claim 11, wherein detecting an input on the touch screen
display comprises detecting a tap on the predefined review
area.

15. The non-transitory computer readable storage medium
of'claim 11, wherein the touch-screen display has a width, and
display of the most recently stored image in accordance with
the determination that the input on the touch-screen display
selects the predefined review area uses the entire width of the
touch-screen display.
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